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Abstract—Software-Defined Networks (SDN) are emerging as an attractive solution to overcome the limitations of traditional networks. They provide network programmability and promote rapid innovation in protocol design, network management and network security. Today, network security is the most important concern for any computer network administrator. Traditional networks had several security problems, some of them no longer exist with the advent of SDN and others still do exist. ARP spoofing or ARP cache-poisoning attack is mainly seen in LAN networks, which has no efficient solution to mitigate in traditional networks but SDN provides a unique way to solve this problem without any changes in the network. ARP spoofing is exploited in different forms, mainly request and reply based attacks. In this paper, a solution is proposed to mitigate both of these types of ARP attacks in Software defined networks. The proposed solution extends the SDN controller to include an ARP module, which detects and stops the attack, and avoids overloading or Denial of Service on the controller. The solution is fast, reliable and tested for different attack scenarios. Openflow is used for the communication between the controller and switches, emulated by Mininet.
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I. INTRODUCTION

Traditional computer networks are built from large number of end devices like PC’s, Servers, Printers, IP Phones and intermediate devices such as hubs, switches, routers, access points and firewalls. These intermediate devices mainly forward data from one end device to another. They incorporate special algorithms to build their forwarding tables and forward the traffic accordingly. They are vertically integrated: the control plane and data plane are coupled together. Control plane has the logic to handle the traffic and the data-plane forwards the traffic based on the decisions made by control-plane. Devices operating in traditional networks have many proprietary features that are not easy to configure and may lead to some incompatibility between devices from different vendors. In addition, traditional networks have become very hard to manage in a large scale like Datacenters. They require network engineers for configuration and maintenance. Consequently, this increases the operational cost of a network. Network protocols are also hard to evolve, they require years of testing and standardization before being used into production network. Moreover, they have no built in security features.

Software-Defined Networking (SDN) is a new paradigm in networking that changed the way the traditional networks are built and managed. It aims to solve most of the limitations in traditional networks by decoupling the control plane from the data plane. In SDN, network devices have become simple forwarding devices and only implement the data plane logic. The control or network intelligence is implemented in a centralized controller, as the controller is the network brain. SDN will shape networking by giving the network owner or operator the ability to customize and optimize their networks. It speeds up the innovation in computer networking at software development speeds rather than a slow hardware driven approach present in the traditional networks.

Traditional networks have several security problems, as they are not designed with security as the main criteria. With the increase in the number of nodes connected to a network, security becomes the most important factor for the successful communication. With emergence of SDN, most of these problems no longer exist but there are some, which threaten even today’s networks. Spoofing attacks were first discovered in early traditional networks, they cannot be mitigated with a plain SDN controller. When a user impersonates another user’s identity on a network it will be considered a spoofing attack. By using this attack, an attacker can steal other user’s data or bypass the access control. IP spoofing, DNS spoofing, and ARP spoofing are different forms of spoofing attacks.

ARP spoofing is the most common form of spoofing in Local Area Networks (LAN). Section II of this paper will present the details of ARP Protocol and ARP spoofing attacks. The efforts previously done to mitigate ARP spoofing Attacks in traditional networks will be examined in section III. In Section IV, the proposed solution to ARP spoofing problem in SDN will be shown. Furthermore, in Section V, we have tested the proposed solution in different scenarios to show that the attack can be detected and completely mitigated. In Section VI, the results for the conducted experiments are discussed. Finally, in Section VII, the paper is concluded with further modifications, extensions and enhancements to the proposed architecture.
ARP [1] protocol is specified in RFC 826 [2]. It is crucial for successful communication in Computer Networks. Sending devices use ARP protocol to know the MAC address of the next hop device in path from the sender to receiver. Every host in the network has its own ARP cache that contains the recent IP to MAC bindings. These bindings can be learnt dynamically by ARP protocol or can be added manually as static rules. If two hosts host_A and host_B want to communicate, host_A searches its ARP cache for the next hop’s MAC address. If search is successful, then it uses the returned MAC address, or else, ARP protocol will start to operate for it. In ARP protocol, host_A sends an ARP request for the next hop IP by broadcasting its request into the network. host_C, which is one hop away from host_A in the path to host_B, replies with an ARP reply message. host_A updates its ARP table with the next hop IP, MAC pair sent by host_C and subsequent IP packets use this cached entry present in the table. One more consequence of ARP protocol is that host_C also adds an entry for host_A IP-MAC in its ARP cache table.

ARP spoofing is a technique used by attackers to perform cache poisoning by inserting false IP to MAC address mappings in victim’s ARP cache. ARP spoofing attack comes in different forms namely request and response attacks. In request attack, an attacker broadcasts ARP request message with forged source IP-MAC in the ARP header. When victim receives this spoofed ARP message, it updates its ARP cache table with the attacker’s forged IP-MAC pair. When the victim sends its subsequent packets destined to the forged IP, the packets will be destined to the MAC of the host specified by the attacker in the forged IP-MAC pair. This way attacker can intercept or deny the traffic sent to a user in the network. The other form of attack is the response attack, in which the attacker will either respond to normal ARP request with forged ARP replies that maps the next hop IP to the attacker MAC address or send spoofed ARP replies without having requests being issued. ARP spoofing may be used to launch either one of the following attacks [3]:

1. **DoS attacks**: the attacker will prevent the two communicating hosts from getting connected to each other.

2. **Host impersonation attack**: the attacker will receive packets intended to the victim and can reply to these packets on behalf of the victim.

3. **Man-In-The-Middle (MITM) attack**: the attacker will be able to monitor all the traffic between two communicating hosts.

Due to the popularity, importance, and danger of the ARP spoofing attacks, various tools have been implemented to launch this attack. These tools are available on most of the operating systems. Ettercap [4], Dsniff [5], Yersinia [6] and Cain and able [7] are the most popular tools used to launch ARP spoofing attacks. They can also be used to execute other data link layer attacks such as MAC flooding attacks, STP attacks, DHCP attacks, and VLAN attacks.

### II. ARP Spoofing

### III. MITIGATING ARP SPOOFING ATTACKS IN TRADITIONAL NETWORKS

The several solutions proposed to solve ARP spoofing problem in traditional can belong to either one of the following categories [8]:

1) **ARP authentication**: ARP protocol will be modified in order to not process ARP packets unless it contains a predefined cryptographic code. S-ARP [9] and TARP [10] are examples of these techniques. But this method leads to some incompatibility with those devices that still operate using the standard ARP protocol.

2) **Operating system patching**: The operating system will be patched to prevent ARP spoofing. However, this technique require a different patches for different operating systems kernels. Moreover, the patched operating system may not communicate correctly with other operating systems that might not have been patched. Anticap [11] and antidote [12] are the solutions for ARP spoofing problems, that patch the operating system kernel.

3) **Dynamic ARP Inspection (DAI)**: Some switches (e.g., Cisco catalyst) are equipped with a security feature called Dynamic ARP Inspection (DAI) [13]. Switches use DAI to stop ARP spoofing attacks by intercepting all ARP requests and responses and dropping packets with invalid IP-to-MAC address mappings. The main problem of this solution is that not all switches are equipped with the DAI feature. It also not viable for most organizations to buy new switches equipped with the DAI feature instead of the old ones.

4) **ARP mitigation tools**: There are several software tools that have been developed to mitigate the ARP spoofing attacks. Some of these tools prevent the attack and others only detect the attack. XArp [14], ARPWatch [15], Anti Netcut [16], NoCut [17], and AntiARP [18] are example of these software tools. However, these have many problems such as high rate of false positives and false negatives and ineffectiveness.

5) **Static ARP mappings**: The most effective way to prevent ARP spoofing attacks is to configure the ARP entries manually. This way, the attacker will not have any chance to spoof the other host’s ARP cache. But, this solution is not viable for large scale networks. It can’t be used in networks that use DHCP addressing schemes and in Datacenters, where there is a frequent change in IP addresses. In addition, it will be error prone and requires a great overhead on the network administrator. Several solutions have been proposed in attempt to overcome these drawbacks. DAPS [8], NIDPS [3], and the techniques proposed in [19], [20], [21] are examples of solutions that make use of static ARP entries. Each of these techniques have their own limitations.
IV. MITIGATING ARP SPOOFING ATTACKS IN SOFTWARE DEFINED NETWORKS

Network security in SDN can be improved either by using SDN’s features and capabilities or by solving the security problems of SDN itself [22]. SDN gives us the ability to gather the required data from the network and provides a way to analyze and detect the attack signature. After the analysis, network can also be reprogrammed for enforcing any security policy. The proposed method is an application over SDN POX controller written in python; it will prevent LAN attackers from poisoning the ARP cache tables of other hosts present in the network. This application does the following:

- It detects and mitigates ARP request and ARP reply spoofing attacks.
- It does port level ARP packet count monitoring, to detect large influx of malicious packets and stops them by installing Openflow rules.
- It avoids controller overloading by installing flow entries on switches to drop packets coming towards the controller, in case the attacker tries to bring down the controller.
- It differentiates edge switches (where security policy enforcement should be applied) from the other intermediate switches. (Where usual forwarding logic is applied).

The flowchart of the proposed application is shown in Figure 1. The proposed application initializes the L2 learning switch modules present on the controller for each of the switches present in the network. It then starts the DHCP server for serving the lease requests by the hosts on the network. DHCP server is required to be on the controller, as the controller will keep track of the IP leases and uses them later in detecting the attack. Edge switches have the hosts connected to them.

Then, the controller starts monitoring on each of the ports on the switches connected to it. It also installs flow entries on the edge switches to forward ARP and DHCP lease packets to it for analysis. When the controller receives a packet from the edge switch, it will process according to the protocol present in the packet. ARP and DHCP packets are handled according to the proposed logic to detect any attack. If a packet comes from an intermediate switch, controller does plain L2-L3 processing on the packet. The following classification is done to describe how the DHCP and ARP packets are handled.

A. DHCP packets

The DHCP protocol is used to dynamically assign IP and other network configuration parameters to the hosts. A DHCP client will exchange messages with the DHCP server present on the controller to get IP address and other parameters. The controller extracts the IP and MAC addresses from the DHCP header and uses them to add an entry into the known hosts list. This known hosts list will keep track of all the IP addresses leased by the DHCP server.

![Fig. 1: ARP spoofing mitigation flowchart](image-url)
B. ARP packets

The controller handles ARP packets based on the packet type namely request or reply.

1) ARP request packets: ARP request packet will be considered spoofed, if it satisfies one of the following conditions
   • Source MAC address of ethernet header and source MAC address of ARP header are not the same.
   • Destination IP address in the ARP header is not present in the known hosts list of the DHCP server.
   • The MAC address binding present in the known hosts list for the Source IP of the ARP header doesn’t match with the source MAC address of the ARP header.

2) ARP reply packets: the ARP reply packet will be considered spoofed, if it satisfies one of the following conditions
   • Source MAC address of ethernet header and source MAC address of ARP header are not the same.
   • Destination MAC address of ethernet header and destination MAC address of ARP header are not the same.
   • The MAC address binding present in the known hosts list for the Source IP of the ARP header doesn’t match with the Source MAC address of the ARP header.
   • The MAC address binding present in the known hosts list, for the Destination IP of the ARP header doesn’t match with the Destination MAC address of the ARP header.
   • Destination MAC address of the ethernet header has a value of (FF:FF:FF:FF:FF:FF).

If any of these stated conditions is true, the controller knows that this is an attack signature, installs a flow entry on the forwarding device, to stop the incoming malicious traffic.

If an attacker knows the current algorithm that the ARP packets are sent to the controller for inspection, then he can simply send large number of ARP packets to perform DOS attack. To avoid such problem, the controller in this proposed solution keeps track of the number of received ARP packets on a certain switch port by using the port-monitoring algorithm. This algorithm collects the ARP packet count at successive intervals. Port monitoring algorithm is run on every port present on all of the edge switches that keeps track of the ARP packet counts for every second. At any time, if controller witnesses a spike in the ARP packet count for a port, it installs a flow entry on the switch to stop packets coming from that port for a specified amount of time. This prevents the attack packets entering into the network and protects the controller.

V. IMPLEMENTATION

Experiments are conducted for various attack scenarios to prove the feasibility of the proposed solution. The details of these experiments are shown in this section.

A. Test Environment

The experiment is conducted on an Ubuntu Virtual Machine (VM) with 2 cores and 2 GB of RAM. The host machine is running on Windows 8 and has Intel Core i5 processor with 4 GB of RAM, 4x1 Intel Core i5 cores with Intel VT enabled.

Mininet [23], a network emulator is used for creating the testbed. It creates a virtual network of hosts, switches, controllers and links according to a given topology. Hosts and switches created by Mininet have Linux OS and Open Virtual Switch software (OVS) respectively. These switches support Openflow and are orchestrated by a SDN controller. The Mininet emulator is installed on Ubuntu 14.10 Linux virtual machine (VM) that runs on VirtualBox. The VM has two network adapters, Network Address Translation (NAT) adapter and Host-only adapter. The NAT adapter allows the VM to connect to the internet for downloading the required software packages. The Host-only adapter is used for the communication between the VM (guest machine) and the physical machine (host machine). POX [24] is used as the SDN controller. DHCP server is also run on the POX controller as a service, with a predefined lease IP range to serve the clients on the network. The proposed solution is run as a module on the POX controller for the tests.

B. Experiment Setup

The topology used to test the proposed solution is shown in Figure 2. The topology consists of three Openflow OVS switches (S1, S1, and S3). Switches S1 and S2 are edge switches and S3 is intermediate (core) switch. These switches are connected in a tree topology. It has 4 end users (H1, H2, H3, and H4), three of them (H1, H2, and H3) are normal users and the fourth one (H4) acts as an attacker. This topology also has a single controller (default POX controller with the proposed ARP spoof detection module), created by the Mininet emulator. All the emulated links have 100 Mbps bandwidth with 5ms delay, 0% loss and with a maximum packet queue size of 1000. Every host in the emulated topology has the same CPU-performance.

C. Test Scenario

Three different attack scenarios are created to verify the attack mitigation by using the proposed algorithm. In order to execute the tests, an ARP spoofing software (C code) called arp-spoof is developed by using UNIX raw sockets, to generate spoofed ARP request and reply traffic. ARP request attack, ARP reply attack, and DoS attack against the SDN controller are the attack scenarios tested in this section.

Tests are performed on each of the attack scenarios to evaluate attack detection time, attack mitigation time, load on the controller and throughput of the network. Iperf, a tool, which collects statistics about the network connectivity and throughput of the path between two hosts, is used. Packet loss and throughput statistics between two non-malicious hosts in the network are collected while an attacker is executing his ARP cache-poisoning exploit. At the same time the other statistics like Attack detection and mitigation time are tabulated.
For example, the attacker ‘Trudy is the one, sending spoofed ARP packets, and the victim ‘Alice’ is the one, which gets affected by the Trudy’s packets. Trudy spoofs the identity of another host ‘Bob’ with its own MAC address and poisons Alice’s ARP cache, to prevent Alice’s communication with Bob.

**Attack detection time** is the time elapsed between the initiation of an attack by the attacker and the detection of the attack by the controller. **Attack mitigation time** is the time between the detection of the attack by the controller and the installation of the flow rules on the switch. Load on the controller is the process load on the CPU.

### D. ARP request attack

The first form of ARP spoofing attack is the ARP request attack. This is exploited by sending a storm of spoofed ARP requests to into the network to poison the victim’s ARP cache. To simulate this, the `arp-spoof` is run with the request attack option selected. This will inject the packets into the network at a rate of 1000 packets/second. Now, the victim host in the network will accept the attacker’s spoofed packet and fills its ARP cache table with a wrong IP-to-MAC address mapping of the spoofed identity. The victim host will not be able to communicate with others in the network until its cache gets refreshed. When we run the proposed mitigation solution on the controller, it will detect the request attack at the switch on which the attacker is connected and installs a flow entry to drop traffic from this port. This way, attacker’s packers are filtered at the switch nearest to him, thereby protecting the entire network.

### E. ARP reply attack

ARP reply attack is another type of spoofing attack similar to the request attack. Here, the cache of the victim is poisoned by the unsolicited ARP replies sent by an attacker with a spoofed identity.

### F. Denial of service against SDN Controller

Denial of service attack (DOS) is not a form of ARP spoofing but always comes in conjunction with ARP attacks. This happens when the attacker tricks the proposed algorithm by sending a continuous burst of non-spoofed ARP packets. According to the algorithm, the ARP packets are diverted to the controller by the switches. Controller analyzes these incoming packets and does nothing but forwarding; this may bring the controller down as the controller is oblivious to the fact that attacker can over haul it by sending a large number of good ARP packets. This problem is solved in the proposed solution by introducing Port Monitor module that counts the number of ARP packets received on every switch port. If this number reaches a pre-defined threshold (threshold is 100 in this scenario), the controller installs a flow entry at the switch to drop traffic from this port for a pre-defined amount of time. To test this, we have used the same tool `arp-spoof` to generate good ARP packets with a high rate and injected them into the network. POX controller running the proposed algorithm detects that this packet flow is abnormal and stops it from entering into the network.

### VI. PERFORMANCE EVALUATION

Attack detection time and mitigation time for the topology shown in Figure 2 are measured and shown in the Figure 3.

![Fig. 3: Attack detection and mitigation time](image)

Throughput test is also performed for the topology shown in Figure 2. Link bandwidth of 100 Mbps is assumed for all the links in this test. Figure 4 shows the graph with the various values of TCP connection throughput before, during and after the attack.

![Fig. 4: Throughput test between the victim and a host.](image)
Load on the controller for the two attack scenarios are shown in the Figure 5 below. Firstly, in the request ARP spoofing attack, the controller as soon as it detects an attack, installs a flow entry on the switch to drop all packets at the switch level, thereby avoiding any load. Lastly, DOS attack with the non-malicious ARP packets; controller uses the port monitor to prevent any load. The results are quite impressive showing minimal or no overhead on the controller.

Fig. 5: CPU Utilization on the POX controller.

VII. CONCLUSION AND FUTURE WORK

In this paper, a solution to ARP spoofing problem in Software-Defined Networks is presented. We started with a discussion of the main differences between traditional and Software-Defined Networks and then focused on security concerns for these networks. The proposed solution makes use of the features of SDN to reliably mitigate both ARP request and reply attacks with minimum latency. This solution uses port level ARP packet monitoring to prevent Denial of Service (DoS) attacks against the controller and doesn’t have any extra overhead in the network. It also requires no infrastructure changes, when compared to other traditional ARP spoofing solutions.

This solution is currently described for a single controller in a LAN network, it can be extended to handle ARP attacks in a multiple controller setup with high availability. The proposed solution can be extended not only to mitigate ARP spoofing attacks but all kinds of data link layer attacks. A survey can be made to research on how to use SDN features to provide a complete solution to prevent most of the Spoofing attacks.
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